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Abstract

The insurance risk model in the presence of two horizontal absorbing barriers is

considered. The lower barrier is the usual ruin barrier while the upper one corre-

sponds to the dividend barrier. The distribution of two �rst-exit times of the risk

process from the strip between the two horizontal lines is under study. The claim ar-

rival process is governed by an Order Statistic Point Process (OSPP) which enables

the derivation of formulas in terms of the joint distribution of the order statistics of

a sample of uniform random variables.
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1 Introduction

In this work, a risk reserve process is trapped in a region delimited by two horizon-
tal boundaries. The lower boundary represents the ruin barrier, a critical threshold that,
when reached, means bankruptcy for the insurance company or the payment of insolvency
penalties. The upper boundary is a target or threshold for a dividend policy. The survival
function of the �rst-exit time of the process from the strip between the two boundaries
is derived. A formula for the PDF of the �rst-exit time via the lower boundary is also
proposed.

The ordered risk reserve process is considered. The surplus of a non-life insurance
company is modeled by a stochastic process {R(t) , t ≥ 0} following the dynamic

R(t) = u+ h(t)−
N(t)∑
k=1

Uk, t ≥ 0.

The insurance company holds a capital R(0) = u ≥ 0 at t = 0 in order to avoid early ruin.
The capital increases as the premiums �ow at a rate h(t), where h(t) is a non-decreasing
function that satis�es h(0) = 0 and lim

t→+∞
h(t) = +∞. The number of claims up to time

t ≥ 0 is modeled through an Order Statistic Point Process (OSPP) {N(t) , t ≥ 0}. To
each claim is associated a loss for the insurance company. These losses form a sequence
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{Uk , k ≥ 1} made of i.i.d., non-negative random variables. The claim process arrival
is assumed to have the order statistic property. Namely, given that N(t) = n, the suc-
cessive jump times (T1, . . . , Tn) are distributed as the order statistics of n i.i.d. random
variables with distribution function Ft(s), for 0 ≤ s ≤ t. The OSPP family includes
the homogeneous Poisson process, the linear death process and the linear birth process
with immigration. Several authors have characterized the class of OSSPs under certain
conditions. The reader is referred to Crump [3] and Puri [19]. Those processes have been
used to model claim frequencies in various works of Willmot [23], De Vylder and Goovaert
[22, 21], Lefèvre and Picard [12, 13, 14], Dimitrova et al. [7], Ignatov and Kaishev [11]
and Go�ard and Lefèvre [10].

This work focuses on the distribution of two �rst-exit times whose de�nition requires
the introduction of the �rst-crossing time of the process {R(t) , t ≥ 0} through the lower
barrier, also known as ruin time, τu = inf{t ≥ 0 ; R(t) < 0|R(0) = u} and the �rst meeting
time of the process with the upper barrier, τb = inf{t ≥ 0 ; R(t) ≥ b|R(0) = u}, where b
is the level of wealth the insurance company hopes to achieve. A formula is proposed for
the �nite-time non-ruin probability in the presence of two absorbing barriers, given by

φ(u, b, t) = P(τu,b > t). (1)

Formula (1) corresponds to the survival function of the �rst-exit time of the risk process
de�ned as

τu,b = inf{t ≥ 0 ; R(t) /∈ (0, b)|R(0) = u} (2)

= min(τu, τb).

The upper barrier is often assumed to be re�ecting instead of absorbing in the study of
ruin problems linked to the payment of dividends to the shareholders when a barrier strat-
egy is applied, as in the survey of Avanzi [1] and the references therein. Nevertheless, an
interpretation has been given by Dickson [5] for an upper absorbing barrier. The author
explains that if the capital of the insurance company exceeds some prescribed level, b,
then some adjustments should be made regarding the premiums rate as it is too high to be
competitive. The �rst-exit time (2) for processes with dynamic similar to {R(t) , t ≥ 0}
relates to the two-sided crossing problem of a pure jump stochastic process trapped be-
tween two paralell boundaries. Those excursion problems have received some treatment
in various work, not necessarilly linked to risk theory. See, e.g., Lehmann [15], Perry et
al. [17], Xu [24], Lefèvre and Go�ard [9], and Dimitrova et al. [6]. A polynomial based
formula is derived for the latter probability in the same vein as in Lefèvre and Picard [12].

It is of interest to know precisely the instant at which the risk process hits the upper
barrier before crossing the ruin barrier. This paper also provides a formula for the PDF
of the stopping time

τ ∗u,b = inf{t ≥ 0 ; R(t) ≥ b and R(s) ≥ 0 for s ≤ t|R(0) = u}, (3)

which corresponds to the the �rst time at which the process reaches the level b without
ever being negative. From the perspective of boundary crossing, the random variable
τ ∗u,b is the time at which the process escapes the region by passing through the upper
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boundary. A formula for the density of τ ∗u,b involving the same components as for the
�nite time non-ruin probability (1) is proposed. The formula ressembles the one derived
in an early work of Picard and Lefèvre [18] tackling the �rst-meeting problem of the risk
process and an upper barrier. The stopping time (3) is further called win-�rst exit time
in reference to the win-�rst probability studied, for instance, in the work of Rullière and
Loisel [20]. The win-�rst probability relates to the stopping time (3) as

WF(u, b) = P(τ ∗u,b <∞).

The paper is organized as follows. Section 2 introduces the rectangular probabilities
relative to the order statistics of a sample of standard uniform random variables, Section 3
gives an expression of the �nite-time non ruin probability in the presence of two absorbing
barrier, and Section 4 gives a formula for the density of the win-�rst time τ ∗u,b.

2 The joint distribution of order statistics and their

polynomial representations

Let U = {ui, i ≥ 1} and V = {vi, i ≥ 1} be two sequences of non-decreasing real numbers
such that 0 ≤ u1 ≤ . . . ≤ un ≤ 1, 0 ≤ v1 ≤ . . . ≤ vn ≤ 1 and u1 ≤ v1, . . . , un ≤ vn. Let
(U1:n, . . . , Un:n) be the order statistics of a sample of n uniform random variables on (0, 1),
later called standard uniform variables. The joint distribution of interest is described by
a rectangular probability of the form

dn(U, V ) = P [u1 ≤ U1:n ≤ v1, . . . , un ≤ Un:n ≤ vn]

= n!

∫ vn

un

[∫ vn−1∧yn

un−1

dyn−1 . . .

∫ v1∧y2

u1

dy1

]
dyn.

By varying the sample size from 1 to n of U1, . . . , Un, a polynomial structure is exhib-
ited as seen in the following result.

Proposition 1. For un ≤ x ≤ 1,

P [u1 ≤ U1:n ≤ v1, . . . , un ≤ Un:n ≤ vn ∧ x] =
n∑
k=0

(
n

k

)
(vk+1 − x)n−k+ (−1)n−kdk. (4)

For instance, suppose that un ≤ vn−m for some m ≥ 1. Consider the intervals
[vn−i, vn−i+1] for i = 0, . . . ,m, with vn+1 ≡ 1. For vn−i ≤ x ≤ vn−i+1, (4) reduces
to

P [u1 ≤ U1:n ≤ v1, . . . , un ≤ Un:n ≤ vn ∧ x] =
n∑

k=n−i

(
n

k

)
(x− vk+1)

n−kdk,

which is a polynomial in x of degree i. Thus, for un ≤ x ≤ 1, (4) shows that the desired
probabilty is a piecewise polynomial function. It has been named of She�er type by
Niederhausen [16]. Now, consider x = un in (4), in which case the probability is 0. The
following result follows immediately.

Proposition 2. Let d0(U, V ) = 1. The probabilities dn(U, V ) Can be computed through
the recursion

dn(U, V ) = −
n−1∑
k=0

(
n

k

)
(vk+1 − un)n−k+ (−1)n−kdk(U, V ), n ≥ 1. (5)
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This recursion (5) is particularly useful for producing numerical illustrations. For
further reading on the link between families of polynomials and the joint distribution of
order statistics, the reader is invited to consult the paper of Denuit et al. [4].

3 The two-sided �nite-time non-ruin probability

In this section, a formula for the �nite-time non-ruin probability in the case of two absorb-
ing boundaries is derived. Recall that the risk reserve process {R(t) , t ≥ 0} is de�ned as

R(t) = u+ h(t)−
N(t)∑
k=1

Uk
.
= u+ h(t)− SN(t), t ≥ 0, (6)

where u ≥ 0 is the initial reserves. The premium is collected at a rate h(t) which is
a non-negative non-decreasing function that may admit discontinuities to account for
the possibility of lump sum payments such as capital injections. The function h(t) also
satis�es lim

t→+∞
h(t) = +∞ and h(0) = 0. Its generalized inverse function is de�ned by

h−1(x) = inf{t ≥ 0 ; h(t) ≥ x} for x ≥ 0. The claim sizes form a sequence of random
variables {Uk , k ≥ 1} that may be governed by any joint distributions. The claim
arrival process {N(t) , t ≥ 0} is assumed to have the order statistic property. We denote
by {Sn =

∑n
k=1 Uk , k ≥ 1} the sequence of aggregated claim sizes with S0 = 0 as a

convention. The process {SN(t) , t ≥ 0} represents the liability of the insurance company
up to time t ≥ 0. We consider the stopping time de�ned by

τu,b = inf{t ≥ 0 ; R(t) /∈ (0, b)|R(0) = u}, (7)

and the following result provides a formula for the two-sided �nite-time non-ruin proba-
bility φ(u, b, t) = P(τu,b > t).

Proposition 3. The �nite-time non-ruin probability in the presence of two absorbing
boundaries within the ordered insurance risk model is given by

φ(u, b, t) = E
[
dN(t)

({(
Ft{h−1[(Sk − u)+]}, Ft[h−1(Sk−1 + b− u)]

)
, 1 ≤ k ≤ N(t)

})
× I{h(t)−(b−u)≤SN(t)≤u+h(t)}

]
, (8)

where dn({. . .}) are the rectangular probabilities as de�ned in Section 2.

Proof. The stopping time τu,b = inf{t ≥ 0 ; R(t) /∈ (0, b)|R(0) = u} may be rewritten as

τu,b = inf{t ≥ 0 ; R(t) < 0 or R(t) > b|R(0) = u}

= inf

t ≥ 0 ; u+ h(t)−
N(t)∑
k=0

Uk < 0 or u+ h(t)−
N(t)∑
k=0

Uk > b


= inf

t ≥ 0 ;

N(t)∑
k=0

Uk < −(b− u) + h(t) or

N(t)∑
k=0

Uk > u+ h(t)

 .

The initial two-sided ruin problem translates into a two-sided boundary crossing prob-
lem. The ruin time corresponds to the time of �rst excursion of the stochastic process
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{
SN(t) =

∑N(t)
k=0 Uk , t ≥ 0

}
from the region delimited by the lower boundaries −(b−u) +

h(t), and the upper boundary u+ h(t). Figure 1 displays a visualization of the boundary
crossing problem and also provides a reminder of the notation. Conditioning over the

t

x

u

−(b− u)

∆T1
U1

∆T2 U2

∆T3
U3

∆T4

T1
•

T2
•

T3
•

S1−

S2−

S3−

τu,b
×

Figure 1: Ruin time in the insurance risk model. (solid,red) parallel boundaries u+ h(t)
and −(b− u) + h(t). (dashed,blue) aggregated claim amounts process.

values of {N(t) ; t ≥ 0} yields

{τu,b > t} =
+∞⋃
n=0

{N(t) = n} ∩ {τu,b > t} (9)

=
+∞⋃
n=0

{N(t) = n}
n⋂
k=1

{h(Tk)− (b− u) ≤ Sk−1} ∩ {h(Tk) + u ≥ Sk}⋂
{h(t)− (b− u) < Sn < h(t) + u}

=
+∞⋃
n=0

{N(t) = n}
n⋂
k=1

{h−1 [(Sk − u)+] ≤ Tk ≤ h−1(Sk−1 + b− u)}⋂
{h(t)− (b− u) < Sn < h(t) + u}.

From the �rst equality (9), it follows from the law of total probability that

P(τu,b > t) =
+∞∑
n=0

P(τu,b > t|N(t) = n)P[N(t) = n]. (10)

By considering the possible values for the sequence of partial sums {Sn , n ≥ 1}, the
conditional probability in (10) is written as

P(τu,b ≥ t|N(t) = n) = E

(
P

{
n⋂
k=1

{
h−1 [(Sk − u)+] ≤ Tk ≤ h−1(Sk−1 + b− u)

}
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∣∣∣N(t) = n
}
I{h(t)−(b−u)<Sn<h(t)+u}

)
, (11)

and by the order statistic property, it follows that

P

{
n⋂
k=1

{
h−1 [(Sk − u)+] ≤ Tk ≤ h−1(Sk−1 + b− u)

} ∣∣∣N(t) = n

}

= P

{
n⋂
k=1

{
h−1 [(Sk − u)+] ≤ Vk:n ≤ h−1(Sk−1 + b− u)

}}
,

where (V1:n, . . . , V1:n) are the order statistics for n i.i.d. random variables of distribution
function Ft. Since

Ft(Vk:n)
d
= Uk:n, 1 ≤ k ≤ n,

where (U1:n, . . . , Un:n) are the order statistics of a sample of n standard uniform random
variables, the conditionnal probability in (12) may be rewritten as

P

{
n⋂
k=1

{
h−1 [(Sk − u)+] ≤ Vk:n ≤ h−1(Sk−1 + b− u)

}}

= P

(
n⋂
k=1

{
Ft
{
h−1 [(Sk − u)+]

}
≤ Uk:n ≤ Ft

[
h−1(Sk−1 + b− u)

]})
= dn

({(
Ft{h−1[(Sk − u)+]}, Ft[h−1(Sk−1 + b− u)]

)
; 1 ≤ k ≤ n

})
. (12)

Combining (10), (11), and (12) yields the result (8).

The numerical evaluation of the two-sided ruin probability in (8) is not an easy task.
The explicit form involves an in�nite serie and multiple integrals. A truncation and
numerical integration, consolidated by techniques developped by Dimitrova et al. [8] is one
option to compute φ(u, b, t). An alternative approach will be presented in a forthcoming
paper.

4 The density of the win-�rst time τ ∗u,b

In this section, the study of the ordered risk process continues. From now on the function
h is assumed to be continuous and di�erentiable. The next result proposes a formula for
the PDF of the stopping time

τ ∗u,b = inf{t ≥ 0, R(t) ≥ b and R(s) ≥ 0 for s ≤ t|R(0) = u}. (13)

Theorem 1. The probability density function of the win-�rst time τ ∗u,b is given by

fτ∗u,b(t) = E
{
gN(t)(t, u, b)h

(1)(t)f
∗N(t)
U [h(t)− (b− u)]

}
, t ≥ 0, (14)

where

gn(t, u, b) = E∗
[
dn
({(

Ft{h−1[(Sk − u)+]}, Ft[h−1(Sk−1 + b− u)]
)
; 1 ≤ k ≤ n

})]
.

The expectation E∗ is the conditional expectation with respect to the event {Sn = h(t) −
(b− u)}, the function h(1)(t) denotes the �rst order derivative of h(t), and dn({. . .}) are
the rectangular probabilities as de�ned in the Section 2.
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Proof. Two stopping times are introduced as a starting point. The �rst one is the classical
ruin time de�ned by

τu = inf{t ≥ 0 ; R(t) < 0|R(0) = u}, (15)

and rewritten as

τu = inf{t ≥ 0 ; u+ h(t)− SN(t) < 0}
= inf{t ≥ 0 ; SN(t) > u+ h(t)}.

Thus the ruin time reduces to the �rst-crossing time of the stochastic process {SN(t) ; t ≥
0} through the upper boundary u+ h(t). Note that the event {τu > t} is equivalent to

{τu > t} =
+∞⋃
n=0

{N(t) = n} ∩ {τu > t}

=
+∞⋃
n=0

{N(t) = n}
n⋂
k=1

{Tk ≥ h−1 [(Sk − u)+]} ∩ {Sn ≤ u+ h(t)}. (16)

A second stopping time is de�ned as

τ ∗b = inf{t ≥ 0 ; R(t) ≥ b}, (17)

and corresponds to the �rst time at which the risk process reaches the level b ≥ u. The
�rst-meeting time (17) is rewritten as

τ ∗b = inf{t ≥ 0 ; u+ h(t)− SN(t) ≥ b}
= inf{t ≥ 0 ; SN(t) ≤ h(t)− (b− u)},

and thus is interpreted as the �rst time at which the stochastic process {SN(t) ; t ≥ 0}
meets the lower boundary h(t) − (b − u). Consider the event {τ ∗b ∈ [t, t + dt]}. For dt
small enough, it follows that

{τ ∗b ∈ [t, t+ dt} =
+∞⋃
n=0

{N(t) = n} ∩ {τ ∗b ∈ [t, t+ dt}

=
+∞⋃
n=0

{N(t) = n}
n⋂
k=1

{Tk ≤ h−1 [Sk−1 − (b− u)]}⋂
{h−1[Sn − (b− u)] ∈ [t, t+ dt]}. (18)

Next, consider the event {τ ∗u,b ∈ [t, t+ dt]}. Combining (16) and (18) yields

{τ ∗u,b ∈ [t, t+ dt} = {τu ≥ t} ∩ {τ ∗b ∈ [t, t+ dt]} (19)

=
+∞⋃
n=0

{N(t) = n}
n⋂
k=1

{h−1 [(Sk − u)+] ≤ Tk ≤ h−1 [Sk−1 − (b− u)]}⋂
{h−1[Sn − (b− u)] ∈ [t, t+ dt]}. (20)
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Using the law of total probability yields

P
(
τ ∗u,b ∈ [t, t+ dt]

)
=

+∞∑
n=0

P
[
τ ∗u,b ∈ [t, t+ dt]

∣∣N(t) = n
]
P[N(t) = n], (21)

and from (20), the conditional expectation in (21) becomes

P
[
τ ∗u,b ∈ [t, t+ dt]

∣∣N(t) = n
]

= P

[
n⋂
k=1

{h−1 [(Sk − u)+] ≤ Tk ≤ h−1 [Sk−1 − (b− u)]}⋂
{h−1[Sn − (b− u)] ∈ [t, t+ dt]}

∣∣N(t) = n
]
. (22)

By the order statistics property, given that [N(t) = n](n ≥ 1), the vector (T1, . . . , Tn) is
distributed as the order statistics (V1:n, . . . , Vn:n) of a sample of n i.i.d. random variables
with distribution function Ft(s), for s ≤ t. This implies that

[Ft(V1:n), . . . , Ft(Vn:n)]
D
= (U1:n, . . . , Un:n), (23)

where (U1:n, . . . , Un:n) are the order statistics of n i.i.d. uniform random variables on
(0, 1). Thanks to (23), the conditional probability (22) can be rewritten as

P
[
{τ ∗u,b ∈ [t, t+ dt}

∣∣N(t) = n
]

(24)

= P

[
n⋂
k=1

{h−1 [(Sk − u)+] ≤ Tk ≤ h−1 [Sk−1 − (b− u)]}⋂
{h−1[Sn − (b− u)] ∈ [t, t+ dt]}

∣∣N(t) = n
]

= P

[
n⋂
k=1

{h−1 [(Sk − u)+] ≤ Vk:n ≤ h−1 [Sk−1 − (b− u)]}⋂
{h−1[Sn − (b− u)] ∈ [t, t+ dt]}

]
= P

[
n⋂
k=1

{Ft
{
h−1 [(Sk − u)+]

}
≤ Uk:n ≤ Ft

{
h−1 [Sk−1 − (b− u)]

}
}∣∣{h−1[Sn − (b− u)] ∈ [t, t+ dt]}

]
P
[
{h−1[Sn − (b− u)] ∈ [t, t+ dt]}

]
. (25)

Using the notation introduced in Section 4 for the rectangular probabilities of the order
statistics yields

P

[
n⋂
k=1

{Ft
{
h−1 [(Sk − u)+]

}
≤ Uk:n ≤ Ft

{
h−1 [Sk−1 − (b− u)]

}
}∣∣{h−1[Sn − (b− u)] ∈ [t, t+ dt]}

]
= E

{
P

[
n⋂
k=1

{Ft
{
h−1 [(Sk − u)+]

}
≤ Uk:n ≤ Ft

{
h−1 [Sk−1 − (b− u)]

}
}∣∣∣S0, . . . Sn

] ∣∣∣Sn = h(t)− (b− u)
}

= E
{
dn
[(
Ft
{
h−1 [(S1 − u)+]

}
, Ft
{
h−1 [S0 − (b− u)]

})
, . . . ,
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(
Ft
{
h−1 [(Sn − u)+]

}
, Ft
{
h−1 [Sn−1 − (b− u)]

})] ∣∣∣Sn = h(t)− (b− u)
}

= gn(t, u, b), n ≥ 0. (26)

On the other hand, note that

P
[
{h−1[Sn − (b− u)] ∈ [t, t+ dt]}

]
= h(1)(t)f ∗nU [h(t)− (b− u)] dt, t ≥ 0. (27)

Inserting (26) and (27) into (21) yields the result (14).

As for the survival function given in Proposition 3, a numerical evaluation of the PDF
in (14) can be achieved via truncation and numerical integration, as in, for example, the
paper of Dickson and Borovkov [2].

5 Concluding remarks

This paper provides a formula for the survival function of the �rst-exit time of the risk
process from a region delimited by two horizontal barriers. A formula for the PDF of
the �rst-exit time of the risk process through the upper barrier is also derived. Both
derivations involve the joint distribution of the order statistics of a sample of uniform
random variables. The numerical evaluation represents an interesting challenge. A com-
putationally intensive procedure relying on the truncation of the in�nite series followed
by numerical integration may be utilized, although the practical e�ciency is questionable.
An alternative method is currently under construction and will be at the center of a fu-
ture research work. This work is a natural extension of the one presented in Go�ard and
Lefèvre [9, Section 5], as the stochastic process is allowed to perform upward jumps of
random size. It bridges the study of the crossing of the classical ruin barrier proposed in
Lefèvre and Picard [12] and the meeting of the upper barrier as in Picard and Lefèvre [18].
The occurrence of remarkable families of polynomials connects the two aforementioned
works and is partly explained by the probabilistic interpretation of those polynomials as
function linked to the joint distribution of uniform order statistics.
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